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Term Description
a. Nominal Data The data as a backup host wrote it.
b. Physical Data The data after deduplication and compression
c¢. Configured Factoring Ratio A user definded system attribute for the
Expected Nominal to Physical data ratio.
d. Current Factoring Ratio The actual Nominal to Physical data ratio.
e. Calculated Factoring Ratio A Calculation that provides weights for the

Expected and the current Nominal to
Physical data ratio dynamically based on
capacity thresholds and used space.

f. Low Capacity Threshold Below this value the calculated factoring
ratio equals the configured factoring ratio.

g. High Capacity Threshold Above this value the calculated factoring
ratio equals the current factoring ratio.

h. Used space The actual amount of space currently
consumed physically in the storage by
either backup or replication data.

i. Used space of replicated cartridges The actual amount of space currently
consumed by cartridges originating in
replication.

FIG. 3
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1
SPACE RESERVATION IN A
DEDUPLICATION SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a Continuation of U.S. application Ser.
No. 13/710,732, filed on Dec. 11, 2012, which is a Con-
tinuation of U.S. Pat. No. 8,341,367, filed on May 4, 2012,
which is a Continuation of U.S. Pat. No. 8,423,735, filed
May 21, 2010.

FIELD OF THE INVENTION

The present invention relates in general to computers, and
more particularly to apparatus, method and computer pro-
gram product embodiments for space reservation in a dedu-
plication system operable in a computing storage environ-
ment.

DESCRIPTION OF THE RELATED ART

Deduplication systems may externalize various logical
data storage entities, such as files, data objects, backup
images, data snapshots or virtual tape cartridges. It is often
required that such data storage entities be replicated from
their origin site to remote sites. Replicated data entities
enhance fault tolerance abilities and availability of data.
Such fault tolerance and wide availability is increasingly
demanded. While several existing approaches may be used
to perform data replication, and specifically, replication of
deduplicated data entities, these approaches have accompa-
nying limitations that negatively affect replication efficiency,
system performance and data consistency, require additional
overhead, or a combination of the above.

SUMMARY OF THE INVENTION

Data deduplication refers to the reduction and/or elimi-
nation of redundant data. In a data deduplication process,
duplicate copies of data are reduced or eliminated, leaving
a minimal amount of redundant copies, or a single copy of
the data, respectively. Using deduplication processes pro-
vides a variety of benefits, such as reduction of required
storage capacity and increased network bandwidth. Due to
these and other benefits, deduplication has emerged in recent
years as a highly important technological field in computing
storage systems. Challenges to providing deduplication
functionality include aspects such as efficiently finding
duplicated data patterns in typically large storage reposito-
ries, and storing the data patterns in a deduplicated storage-
efficient form.

Current replication solutions for duplication, in a configu-
ration, for example, where many replication senders are in
communication with a receiver also functioning as a backup
target, face a challenge of which of backup functionality or
incoming replication should receive higher priority. This
challenge may currently result in race conditions on the
available storage space, as will be further described. In view
of the current state of the art, a need exists for a mechanism
for replication of deduplicated data that fulfills all require-
ments for an efficient replication process while avoiding
these limitations of existing methodologies in certain con-
figurations such as previously described, thus improving on
existing approaches for replication of deduplicated data.

Accordingly, various embodiments for facilitating space
reservation functionality in a deduplication system operable
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in a computing storage environment are provided. In one
such embodiment, by way of example only, a calculated
factoring ratio is determined as a weighted ratio of current
nominal data to physical data. A maximal nominal estimated
space in the computing storage environment is calculated. A
remaining space, defined as the maximal nominal estimated
space minus a current nominal space in the computing
storage environment, is calculated. If the remaining space is
one of equal and less than a user-configured reservation
space for backup operations, data replication operations are
accepted and stored in the computing storage environment.

BRIEF DESCRIPTION OF THE DRAWINGS

In order that the advantages of the invention will be
readily understood, a more particular description of the
invention briefly described above will be rendered by ref-
erence to specific embodiments that are illustrated in the
appended drawings. Understanding that these drawings
depict embodiments of the invention and are not therefore to
be considered to be limiting of its scope, the invention will
be described and explained with additional specificity and
detail through the use of the accompanying drawings, in
which:

FIG. 1 illustrates an exemplary computing environment in
which aspects of the present invention may be implemented;

FIG. 2 illustrates an exemplary data replication and
backup configuration;

FIG. 3 illustrates a number of definitions used throughout
the following descriptions and claimed subject matter;

FIG. 4 illustrates an exemplary method for providing
space reservation functionality in deduplication systems;

FIG. 5 illustrates an exemplary method for calculating a
calculated factoring ratio pursuant to the exemplary method
depicted in FIG. 4, previously;

FIG. 6 illustrates an exemplary method for process flow
of space reservation functionality according to the exem-
plary method depicted in FIG. 4, previously; and

FIG. 7 illustrates an exemplary computing device includ-
ing a processor device in a computing environment such as
the computing environment shown in FIG. 1.

DETAILED DESCRIPTION OF THE DRAWINGS

Turning now to FIG. 1, exemplary architecture 10 of data
storage systems (e.g., virtual tape systems) in a computing
environment is depicted. Architecture 10 provides storage
services to local hosts 18 and 20, and replicate data to remote
data storage systems as shown. A local storage system server
12 in communication with a storage device 14 is connected
to local hosts 18 and 20 over a network including compo-
nents such as Fibre channel switch 16. Fibre channel switch
16 is capable, for example, of executing commands (such as
small computer systems interface (SCSI) commands) for
tape devices. The skilled artisan will appreciate that archi-
tecture 10 may include a variety of storage components. For
example, storage devices 14 may include conventional hard
disk drive (HDD) devices, or may include solid state drive
(SSD) devices.

Local storage system server 12 is connected over network
22 to a remote storage system server 24. Remote server 24
communicates with a locally connected disk storage device
26, and with locally connected hosts 30 and 32 via another
network and network component 28 such as Fibre channel
switch 28. Network 22 may include a variety of network
topologies, such as a wide area network (WAN), a local area
network (LAN), a storage area network (SAN), and other
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configurations. Similarly, switches 16 and 28 may include
other types of network devices.

Architecture 10, as previously described, provides local
storage services to local hosts, and provides replicate data to
the remote data storage systems (as denoted by data repli-
cation functionality using arrow 34). As will be described,
various embodiments of the present invention and claimed
subject matter may be implemented on architectures such as
architecture 10. For example, in one embodiment, the disk
storage device 14 may be part of a deduplicated storage
system, storing deduplicated data entities. The deduplicated
data entities may then undergo a data replication process 34
whereby the deduplicated data entities are replicated on the
remote disk storage device 26. These processes will be
further described in detail, following.

Such processes of replicating a data entity which resides
in a deduplicated form within a deduplicated storage system,
to a remote deduplication storage system, should be efficient
in terms of processing time and storage requirements, both
on the source and destination systems, and should possibly
utilize the characteristics of the deduplication storage sys-
tems to facilitate such efficiencies.

Replication of multiple systems onto a single disaster
recovery (DR) system is common for organizations with
data storage requirements, such as those bound to certain
data safe keeping laws, or those required to maintain data
entity replicates with differing retention periods from many
small to medium-sized sites, for example. As previously
indicated, however, a potential problem may arise when a
multiplicity of senders are configured in communication
with a receiver. While one or two replication senders may be
easily controlled, and the receiver can plan its capacity
accordingly, many replication senders have a potential to
cause turmoil in the receiver site when replication operations
are performed simultaneously. This issue is enhanced when
the receiver is also configured as a backup target.

Again, as previously mentioned, the question then arises
as to which has higher priority, backup or incoming repli-
cation? This question as to prioritization is not generally
addressed in conventional replication implementations.
Accordingly, using any conventional solution carries the
potential for race conditions on the available storage space.
In this scenario, neither replication nor backup will have any
kind of priority, and they would consume space according to
the input/output (I/O) equal to the throughput each sender
(including the backup host) is capable of producing.

Turning to FIG. 2, an exemplary many-to-one replication
environment 50 is illustrated. Here, a multiplicity of senders
52 is in communication with a receiver 54 configured as a
backup target from a backup host 58. The receiver 54 is also
in communication with storage 56 (which, as the skilled
artisan will appreciate, may include one or more storage
devices in any number of implementations). As the receiver
must provide backup functionality to the backup host 58, yet
also facilitate the data replication through to storage 56, if no
enforcement on storage capacity for storage 56 is performed,
environment 50 fosters race conditions between replication
and backup causing the storage 56 not to prefer any specific
operation, backup or replication, such that once replication
fills the storage 56 space in full, the backup operations
facilitated by the receiver 54 for backup host 56 would not
be able to execute, and would fail.

To address the scenario described above, the illustrated
embodiments provide mechanisms for prioritizing backup
over replication in deduplication systems, which dynami-
cally enforces this capacity management issue while running
replication and backup. Each system may have its own
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storage entities (e.g., cartridges) designated as having local
ownership and replicated entities as having foreign owner-
ship. Local entities created by the local system may be used
for backup as well as replication to a remote site. Replicated
entities at the remote site, having been created as a result of
replication from replication sender systems, may be used for
replication and for restoration operations.

A user, such as a system administrator, may be able to
reserve nominal space for backup operations. In one exem-
plary embodiment, the user may reserve nominal space in
terms of the backup host (e.g., 200 MB backup host data
(nominal)/10 (deduplication ratio)=20 MB physical space).
This operation may be performed online, and at any time
after the system has been configured while it is running. The
default behavior may be configured to be not reserving any
space for backup.

As a result, both consumers (backup and replication) may
use any available space in the storage. When a user defines
reserved space (in nominal terms), the system may be
adapted to present, based on the current used storage capac-
ity, that the system is able to reserve up to a configured
amount (e.g., X space) of space for backup operations. In
one embodiment, each time the reserved space is about to be
modified by the user, the system may present five nominal
values. These may include, for example, (i) maximal capac-
ity of the storage, (ii) replication used space, (iii) backup
used space, (iv) free space in the storage, and (v) the current
backup reservation.

Regardless of the status of the storage, the user can
modify the value of the reservation to any value he chooses,
even if at the moment the backup used space exceeds the
value. If the new value is greater than the maximal storage
capacity, the user may be notified, and/or the modification
may not be permitted. In this manner, the mechanisms of the
present invention promote the ability to provide prioritiza-
tion of backup operations over replication activities, when
both backup and replication operations are simultaneously
performed.

In view of the foregoing, the following description pro-
vides exemplary mechanisms for enforcement of capacity
management prioritization of backup over replication. As a
preliminary matter, the system may be configured as part of
the initial storage planning at the DR site, to prioritize
backup operations over replication (since, for example,
replication operations are part of and overall backup opera-
tion and as such, not as important). The user may provide
such configuration. As a following step, the user may define
a reservation space for backup to suit his backup needs.
Once the configurations are complete and the system is in
operation, the user may now monitor such configurations.

Turning now to FIG. 3, a number of exemplary terminol-
ogy presently described and appearing in the following
claimed subject matter is depicted in table form by term and
description. First, “nominal data” is intended to refer to data
as written by a backup host. The term “physical data” is
intended to refer to data after deduplication and compression
operations. The term “configured factoring ratio” is intended
to refer to a user-defined system attribute for an expected
nominal-to-physical data ratio as will be further described.
The term “current factoring ratio” is intended to refer to an
actual nominal-to-physical data ratio.

Continuing the depicted terminology, the term “calculated
factoring ratio” is intended to refer to a calculation per-
formed by the system that provides weights for the expected
and the current nominal-to-physical data ratio dynamically
based on capacity thresholds and used space. “Low capacity
threshold” is intended to refer to a value, below which the
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calculated factoring ratio is defined to equal the configured
factoring ratio. “High capacity threshold” is intended to refer
to a value, above which the calculated factoring ratio equals
the configured factoring ratio. “Used space” is intended to
refer to an actual amount of space currently consumed
physically in the storage by either backup or replication data.
Finally, “used space of replicated cartridges” is intended to
refer to an actual amount of space currently consumed by
data entities (cartridges, in this case) originating in replica-
tion.

FIGS. 4, 5, and 6, following, illustrate exemplary func-
tionality for providing space reservation in a deduplication
system. FIG. 4 illustrates an exemplary overall process for
space reservation, while FIG. 5, following, illustrates an
exemplary method for calculating a calculated factoring
ratio, and FIG. 6, following, illustrates a process flow for
configuration and operation of the deduplication system
incorporating the exemplary functionality previously
depicted in FIGS. 4 and 5, previously.

Turning first to FIG. 4, method 100 begins (step 102) with
the determination of a calculated factoring ratio as a
weighted ratio of current nominal data to physical data (step
104). A maximal nominal estimated space is then calculated
(step 106), and a remaining space, defined as the amount of
storage space remaining after subtracting the replication-
used nominal space from the maximal nominal estimated
space calculated in step 106, is calculated (step 108).

If the remaining space is determined to be less than or
equal to the space configured and reserved by the user for
backup operations (step 110), then replication is accepted
and stored (step 114). Conversely, if no remaining space is
available, a message is sent to the user (step 112) and
replication is denied. The method 100 then ends (step 116).

Turning next to FIG. 5, method 150 begins (step 152) by
calculating a current factoring ratio as an actual nominal-
to-physical data ratio (step 154). In one embodiment, the
current factoring ratio may be defined as the used nominal
data divided by the used space. As a next step, a used
capacity percentage value is obtained (step 156). The used
capacity percentage may be defined, in one embodiment, as
the used space divided by the configured physical space, or
the percentage of physical data in the storage out of the
configured storage size.

In step 158, if the used capacity percentage is determined
to be equal or less than the low capacity threshold, the
configured (user-defined) factoring ratio is used as the
calculated factoring ratio (step 160). If the used capacity
percentage is greater or equal to the high capacity threshold
(step 162), the current factoring ratio (again, actual-nominal-
to-physical data ratio) is used as the calculated factoring
ratio (step 164).

If'the used capacity percentage is not equal or less than the
low capacity threshold, or greater or equal to the high
capacity threshold, a current ratio weight is calculated for
the current factoring ratio. In one embodiment, this current
ratio weight may be defined as the used capacity percentage
minus the low capacity threshold, divided by (1-the low
capacity threshold). This current ratio weight is then used to
calculate the calculated factoring ratio in step 168, defined
in one embodiment as F_aed(Coercentage™ W rario)*
(F eonpiguread™1=W,4p0)s Where F ;404 18 the calculated
factoring ratio, C,,,.,.;eq. 15 the used capacity percentage,
W, .sio 18 the current ratio weight, and F,,,, 4., 1s a config-
ured factoring ratio defined as the user-configured system
attribute for the expected nominal data to physical data ratio.
The method 150 then ends (step 170).
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Turning now to FIG. 6, method 180 begins (step 182) with
the user attempting to modify the user-configured reserva-
tion space for backup operations (e.g, 20 TB of physical
space) (step 184). If the system determines that enough
space is available (step 186), then the modification succeeds
(step 188). If however, this is not the case, but the user
requests less space, and the system has already used more
backup than the asked reservation space (step 190), the
modification succeeds, but the backup reserved space will
already be consumed (step 192). Alternatively to steps 186
and 190, if no space is available, the modification fails with
one or more alerts raised to the user (step 194). The user then
monitors the performed configuration (step 196). The
method 180 then ends (step 198).

FIG. 6 hereafter provides an example of a portion of the
computer environment 10 depicted in FIG. 1 in which the
mechanisms of the foregoing embodiments may be imple-
mented. It should be appreciated, however, that FIG. 6 is
only exemplary and is not intended to state or imply any
limitation as to the particular architectures in which the
exemplary aspects of the various embodiments may be
implemented. Many modifications to the architecture
depicted in FIG. 6 may be made without departing from the
scope and spirit of the following description and claimed
subject matter.

FIG. 6 illustrates a portion 200 of an exemplary computer
environment that can be used to implement embodiments of
the present invention. A computer 202 comprises a processor
204 and a memory 206, such as random access memory
(RAM). In one embodiment, storage system server 12 (FIG.
1) may include components similar to those shown in
computer 202. The computer 202 is operatively coupled to
adisplay 219, which presents images such as windows to the
user on a graphical user interface 218. The computer 202
may be coupled to other devices, such as a keyboard 216, a
mouse device 220, a printer 228, etc. Of course, those skilled
in the art will recognize that any combination of the above
components, or any number of different components, periph-
erals, and other devices, may be used with the computer 202.

Generally, the computer 202 operates under control of an
operating system (OS) 208 (e.g. z/OS, 0S/2, LINUX,
UNIX, WINDOWS, MAC OS) stored in the memory 206,
and interfaces with the user to accept inputs and commands
and to present results, for example through a graphical user
interface (GUI) module 232. In one embodiment of the
present invention, the OS 208 facilitates the backup mecha-
nisms. Although the GUI module 232 is depicted as a
separate module, the instructions performing the GUI func-
tions can be resident or distributed in the operating system
208, the application program 210, or implemented with
special purpose memory and processors. OS 208 includes a
replication module 240, which may be adapted for carrying
out various processes and mechanisms (such as the afore-
mentioned reservation of physical space for backup opera-
tions) in the exemplary embodiments previously described.
Replication module 240 may be implemented in hardware,
firmware, or a combination of hardware and firmware. In
one embodiment, the replication module 240 may be
embodied as an application specific integrated circuit
(ASIC). As the skilled artisan will appreciate, functionality
associated with the replication module 240 may also be
embodied, along with the functionality associated with the
processor 204, memory 206, and other components of
computer 202, in a specialized ASIC known as a system on
chip (SoC). Further, the functionality associated with the
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replication module (or again, other components of the com-
puter 202) may be implemented as a field programmable
gate array (FPGA).

As depicted in FIG. 6, the computer 202 includes a
compiler 212 that allows an application program 210 written
in a programming language such as COBOL, PL/1, C, C++,
JAVA, ADA, BASIC, VISUAL BASIC or any other pro-
gramming language to be translated into code that is read-
able by the processor 204. After completion, the computer
program 210 accesses and manipulates data stored in the
memory 206 of the computer 202 using the relationships and
logic that was generated using the compiler 212. The com-
puter 202 also optionally comprises an external data com-
munication device 230 such as a modem, satellite link,
Ethernet card, wireless link or other device for communi-
cating with other computers, e.g. via the Internet or other
network.

Data storage device 222 is a direct access storage device
(DASD) 222, including one or more primary volumes hold-
ing a number of datasets. DASD 222 may include a number
of storage media, such as hard disk drives (HDDs), tapes,
and the like. Data storage device 236 may also include a
number of storage media in similar fashion to device 222.
The device 236 may be designated as a backup device 236
for holding backup versions of the number of datasets
primarily stored on the device 222. As the skilled artisan will
appreciate, devices 222 and 236 need not be located on the
same machine. Devices 222 may be located in geographi-
cally different regions, and connected by a network link such
as Ethernet. Devices 222 and 236 may include one or more
volumes, with a corresponding volume table of contents
(VTOC) for each volume.

In one embodiment, instructions implementing the oper-
ating system 208, the computer program 210, and the
compiler 212 are tangibly embodied in a computer-readable
medium, e.g., data storage device 220, which may include
one or more fixed or removable data storage devices 224,
such as a zip drive, floppy disk, hard drive, DVD/CD-ROM,
digital tape, flash memory card, solid state drive, etc., which
are generically represented as the storage device 224. Fur-
ther, the operating system 208 and the computer program
210 comprise instructions which, when read and executed
by the computer 202, cause the computer 202 to perform the
steps necessary to implement and/or use the present inven-
tion. For example, the computer program 210 may comprise
instructions for implementing the grid set manager, grid
manager and repository manager previously described.
Computer program 210 and/or operating system 208 instruc-
tions may also be tangibly embodied in the memory 206
and/or transmitted through or accessed by the data commu-
nication device 230. As such, the terms “article of manu-
facture,” “program storage device” and “computer program
product” as may be used herein are intended to encompass
a computer program accessible and/or operable from any
computer readable device or media.

Embodiments of the present invention may include one or
more associated software application programs 210 that
include, for example, functions for managing a distributed
computer system comprising a network of computing
devices, such as a storage area network (SAN). Accordingly,
processor 204 may comprise a storage management proces-
sor (SMP). The program 210 may operate within a single
computer 202 or as part of a distributed computer system
comprising a network of computing devices. The network
may encompass one or more computers connected via a
local area network and/or Internet connection (which may be
public or secure, e.g. through a virtual private network
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(VPN) connection), or via a fibre channel SAN or other
known network types as will be understood by those skilled
in the art. (Note that a fibre channel SAN is typically used
only for computers to communicate with storage systems,
and not with each other.)

As will be appreciated by one skilled in the art, aspects of
the present invention may be embodied as a system, method
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in
one or more computer readable medium(s) having computer
readable program code embodied thereon.

Any combination of one or more computer readable
medium(s) may be utilized. The computer readable medium
may be a computer readable signal medium or a computer
readable storage medium. A computer readable storage
medium may be, for example, but not limited to, an elec-
tronic, magnetic, optical, electromagnetic, infrared, or semi-
conductor system, apparatus, or device, or any suitable
combination of the foregoing. More specific examples (a
non-exhaustive list) of the computer readable storage
medium would include the following: an electrical connec-
tion having one or more wires, a portable computer diskette,
a hard disk, a random access memory (RAM), a read-only
memory (ROM), an erasable programmable read-only
memory (EPROM or Flash memory), an optical fiber, a
portable compact disc read-only memory (CD-ROM), an
optical storage device, a magnetic storage device, or any
suitable combination of the foregoing. In the context of this
document, a computer readable storage medium may be any
tangible medium that can contain, or store a program for use
by or in connection with an instruction execution system,
apparatus, or device.

Program code embodied on a computer readable medium
may be transmitted using any appropriate medium, includ-
ing but not limited to wireless, wired, optical fiber cable, RF,
etc., or any suitable combination of the foregoing. Computer
program code for carrying out operations for aspects of the
present invention may be written in any combination of one
or more programming languages, including an object ori-
ented programming language such as Java, Smalltalk, C++
or the like and conventional procedural programming lan-
guages, such as the “C” programming language or similar
programming languages. The program code may execute
entirely on the user’s computer, partly on the user’s com-
puter, as a stand-alone software package, partly on the user’s
computer and partly on a remote computer or entirely on the
remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN)
or a wide area network (WAN), or the connection may be
made to an external computer (for example, through the
Internet using an Internet Service Provider).

Aspects of the present invention are described with ref-
erence to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks in the
flowchart illustrations and/or block diagrams, can be imple-
mented by computer program instructions. These computer
program instructions may be provided to a processor of a
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general purpose computer, special purpose computer, or
other programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable data
processing apparatus, create means for implementing the
functions/acts specified in the flowchart and/or block dia-
gram block or blocks.

These computer program instructions may also be stored
in a computer readable medium that can direct a computer,
other programmable data processing apparatus, or other
devices to function in a particular manner, such that the
instructions stored in the computer readable medium pro-
duce an article of manufacture including instructions which
implement the function/act specified in the flowchart and/or
block diagram block or blocks. The computer program
instructions may also be loaded onto a computer, other
programmable data processing apparatus, or other devices to
cause a series of operational steps to be performed on the
computer, other programmable apparatus or other devices to
produce a computer implemented process such that the
instructions which execute on the computer or other pro-
grammable apparatus provide processes for implementing
the functions/acts specified in the flowchart and/or block
diagram block or blocks.

The flowchart and block diagrams in the above figures
illustrate the architecture, functionality, and operation of
possible implementations of systems, methods and computer
program products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of code, which comprises one or more executable
instructions for implementing the specified logical
function(s). It should also be noted that, in some alternative
implementations, the functions noted in the block may occur
out of the order noted in the figures. For example, two blocks
shown in succession may, in fact, be executed substantially
concurrently, or the blocks may sometimes be executed in
the reverse order, depending upon the {functionality
involved. It will also be noted that each block of the block
diagrams and/or flowchart illustration, and combinations of
blocks in the block diagrams and/or flowchart illustration,
can be implemented by special purpose hardware-based
systems that perform the specified functions or acts, or
combinations of special purpose hardware and computer
instructions.

While one or more embodiments of the present invention
have been illustrated in detail, the skilled artisan will appre-
ciate that modifications and adaptations to those embodi-
ments may be made without departing from the scope of the
present invention as set forth in the following claims.

What is claimed is:
1. A computer-implemented method for space reservation
in a deduplication system by a processor, comprising:

determining a calculated factoring ratio as a weighted
ratio of current nominal data to physical data;

calculating a maximal nominal estimated space in the
computing storage environment;

calculating a remaining space; and

accepting and storing data replication operations in the
computing storage environment if the remaining space
is below a predetermined threshold of space for backup
operations; wherein:

determining the calculated factoring ratio further includes
determining a current factoring ratio as an actual nomi-
nal to physical data ratio and determining a used
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capacity percentage defined as the used storage space
divided by a configured storage size of the computing
storage environment;

if the used capacity percentage is one of lower and equal
to a low storage capacity threshold, the configured
factoring ratio is used as the calculated factoring ratio;

if the used capacity percentage is one of greater and equal
to a high storage capacity threshold, the current fac-
toring ratio is used as the calculated factoring ratio;

if the used capacity percentage is not one of lower and
equal to the low storage capacity threshold, and is not
one of greater and equal to the high storage capacity
threshold, a current ratio weight for the current factor-
ing ratio is calculated; and

determining the calculated factoring ratio is performed
according to:

F eptortated™ Copercentage ™ Wratio ) HE configurea™ (1=
Wran'o )
where F
C

cateuiarea 18 the calculated factoring ratio,
vercentage 15 the used capacity percentage, W, ., is the
current ratio weight, and F,, ... 15 a configured
factoring ratio defined as a user-configured system
attribute for an expected nominal data to physical data
ratio.

2. The computer-implemented method of claim 1, further
including determining the calculated factoring ratio as the
weighted ratio of current nominal data to physical data based
on at least one storage capacity threshold and a used storage
space currently physically consumed by one of backup and
replication data.

3. The computer-implemented method of claim 1, further
including, defining the remaining space as the maximal
nominal estimated space minus a current nominal space in
the computing storage environment.

4. The computer-implemented method of claim 1,
wherein calculating the maximal nominal estimated space is
performed by multiplying a maximal physical space by the
calculated factoring ratio.

5. A computer-implemented method for space reservation
in a deduplication system by a processor, comprising:

determining a calculated factoring ratio as a weighted

ratio of current nominal data to physical data;
calculating a maximal nominal estimated space in the
computing storage environment;
calculating a remaining space; and
accepting and storing data replication operations in the
computing storage environment if the remaining space
is one of equal and less than a user-configured reser-
vation space for backup operations; wherein:

determining the calculated factoring ratio further includes
determining a current factoring ratio as an actual nomi-
nal to physical data ratio and determining a used
capacity percentage defined as the used storage space
divided by a configured storage size of the computing
storage environment;
if the used capacity percentage is one of lower and equal
to a low storage capacity threshold, the configured
factoring ratio is used as the calculated factoring ratio;

if the used capacity percentage is one of greater and equal
to a high storage capacity threshold, the current fac-
toring ratio is used as the calculated factoring ratio;

if the used capacity percentage is not one of lower and
equal to the low storage capacity threshold, and is not
one of greater and equal to the high storage capacity
threshold, a current ratio weight for the current factor-
ing ratio is calculated; and



US 9,442,665 B2

11

determining the calculated factoring ratio is performed
according to:

— % £
Feutortazed = Coercentage™ Wratio) W configured

~Wratio)>

where F_,..iqc 18 the calculated factoring ratio,
Cpercentage 13 the used capacity percentage, W, is the

current ratio weight, and F__ . .., 1s a configured
factoring ratio defined as a user-configured system
attribute for an expected nominal data to physical data
ratio.

6. The computer-implemented method of claim 5, further
including determining the calculated factoring ratio as the
weighted ratio of current nominal data to physical data based
on at least one storage capacity threshold and a used storage
space currently physically consumed by one of backup and
replication data.

7. The computer-implemented method of claim 5, further
including, defining the remaining space as the maximal
nominal estimated space minus a current nominal space in
the computing storage environment.

8. The computer-implemented method of claim 5,
wherein calculating the maximal nominal estimated space is
performed by multiplying a maximal physical space by the
calculated factoring ratio.
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